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       Spatial models are important economic models that deal with the spatial 
dimensions of the data of the phenomenon under study. These models have 
several forms, including the spatial autoregressive model, spatial error, spatial 
Durbin, and others. In this research, two spatial models were hybridized, namely 
the spatial autoregressive model and spatial error, and the parameters of the 
hybrid spatial model were estimated using the Bayesian method when the initial 
distribution of the parameter to be estimated belongs to the family of known 

probability distributions when the error of the hybrid spatial model follows a 
multivariate Cauchy distribution, in addition to finding the predictive distribution 
of the hybrid model. The researchers concluded that the predictive distribution of 
the vector of future observations of the hybrid spatial model is an uncommon but 
appropriate probability distribution (Proper). Through the properties of 
mathematical expectation, the Bayesian prediction was found. The application 
was applied to real data related to the number of people with bronchial asthma in 
Baghdad Governorate for the year (2004). If the number of people with bronchial 

asthma was studied as a response variable and the variables of lead, carbon 
monoxide, sulfur dioxide and total suspended particles as variables affecting 
bronchial asthma, the researchers concluded, based on the (MatlabR2022a) 
program, that the estimated hybrid spatial model outperformed the estimated 
general regression model and that the Bayesian method was suitable for 
conducting the process of predicting future observations, in addition to the fact 
that the variables of carbon monoxide, sulfur dioxide and total suspended 
particles have significant effects on the incidence of bronchial asthma 
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1. Introduction  

      One of the most important assumptions for 

studying regression models is the independence 

of the model error, meaning the absence of a 

relationship between the errors. However, the 

existence of a correlation between the 

observations under study, which is known as 

autocorrelation, usually violates the basic 

conditions for completing the model's 

assumptions. Therefore, the failure to meet the 

conditions must be considered in the analysis 

process, as is the case in the analysis of time 

series data. There are several models related to 

this, namely the spatial autoregressive model, 

which stipulates the inclusion of the spatially 

lagged dependent variable as one of the 

explanatory variables through the spatial effect 

parameter that describes the strength of spatial 

dependence. The Durbin spatial model is also 

considered one of the spatial autoregressive 

models, in which the spatial dependence is not 

only in the dependent variable but also extends 

to the explanatory variables, while the spatial 

error model stipulates the existence of a spatial 

correlation between the error observations  

and is applicable when spatial autocorrelation 

https://isj.edu.iq/index.php/isj
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occurs as a problem resulting from incorrect  or 

insufficient specification of spatial obser-

vations. This model aims to correct the spatial 

error if it exists. 

        Studied [3] spatial regression model and 

spatial error model to demonstrate the 

importance of spatial analysis if the study was 

conducted on the data of the social and 

economic household survey for the year 

(2012). Through this data, it became clear that 

there is spatial dependence through the Moran 

test and that ignoring this dependence leads to 

the loss of important information in the 

analysis process, in addition to the use of 

multiple weight matrices that take into account 

the effect of neighbourhoods between spaces 

and sites. They concluded that the spatial 

regression model is superior to the regular 

regression model by several comparative 

criteria.  

     While [12] used the Bayesian method to 

estimate the parameters of the Durbin Spatial 

Model (DSM) when the model contains a 

threshold limit and when the error follows the 

multi-variate normal distribution. The 

estimation process for the (DSM) was carried 

out based on the development of the 

 (Markov Chain Monte Carlo (MCMC)) 

algorithm. Through the simulation study and 

based on the comparison criteria, the researcher 

concluded that when the sample size increases, 

the efficiency of the estimators increases. 

    Also studied [4] the effect of falling dust 

over the Safwan district and the city centre of 

Basra Governorate and concluded that the 

falling dust consists of several minerals, 

including quartz, gypsum and kaolin, and that 

these particles have mechanical effects on 

respiratory diseases, in addition to eye, skin 

and ear infections. [2] reached an assessment of 

total suspended particles and heavy elements in 

the district centres of Wasit Governorate, as the 

concentrations of total particles and some 

heavy elements such as     (Pb, Cr, Fe, Zn, Cd, 

Cu, Ni) were studied, adding secondary 

pollutants (NO3, SO4) via an air extraction 

device during January and July of the year 

(2019), and the results showed an increase in 

the concentrations of the studied pollutants 

exceeding environmental determinants during 

the summer. 

      The research dealt with a general 

introduction to spatial models in the first 

section, and in the second section, it included a 

description of the probability function of the 

multivariate Cauchy distribution. In the third 

section, the most important spatial models were 

presented, and the fourth section included the 

hybridization of some spatial models, 

represented by the spatial autoregressive model 

and the spatial error model. The fifth section 

dealt with the presentation of the standard class 

adjacency matrix (Weights), and the sixth 

section included the traditional estimation of 

the function of the hybrid spatial model and the 

use of the Lagrange multiplier for the spatial 

autoregressive model and the spatial error in 

the seventh section. As for the eighth section, it 

included the Bayes methodology for estimating 

the hybrid spatial model, in addition to finding 

the prediction distribution of the hybrid model 

in the ninth section. The tenth section dealt 

with a real applied study of data related to the 

numbers of people with bronchial asthma in 

Baghdad Governorate in the year (2004), 

reviewed the most important theoretical and 

applied conclusions in the eleventh section. 

2. Multivariate Cauchy Distribution: 

     Cauchy distribution is a continuous 

probability distribution and a special case of 

the multivariate (t) distribution, meaning that 

the multivariate (t) distribution turns into a 

multivariate Cauchy distribution when the 

degree of freedom is equal to one. Accordingly, 

the multivariate Cauchy distribution can be 

considered a mixed probability distribution, as 

it results from mixing the multivariate normal 

distribution and the inverse gamma distribution 

with parameters  
 

 
 
 

 
  as follows: [6][13] 

                
 

 
  
 

 
  

      The probability function for the inverse 

gamma distribution is: [6] 
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     If the description of the random variable 

( ) conditional on the random variable (γ) has 

a multivariate normal distribution and is 

defined as follows: 

( | )     (      
    ) 

   The Probability function for ( | ) is in the 

following form: 

 ( | )  
 

          
 
 

  
  

 
      (    )

 
(    )

      

                                   
 

      By combining equations (1) and (2) and 

using the concept of Bayes' theorem, the 

probability function of the multivariate Cauchy 

distribution is as follows: [10] [7] 

 ( )  ∫  ( | )         
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     Where (  ) is a random vector of dimension 

(   ) and ( ) is a position parameter vector 

of dimension (   ) and (  ) is the scale 

parameter of the distribution. Vector ( ) 

follows the multivariate Cauchy distribution 

can be described as follows: 

      (        ) 

3.  Spatial Models: 

     Spatial models are models that are related to 

phenomena that are spatially close to each 

other and have similar values of the studied 

property, meaning that they depend on the 

concept of the nearest neighbour, i.e. based on 

the distance between observations. Spatial 

regression models are very similar to 

autoregressive models in time series, except 

that the (lag) will be in the effect of space and 

not time. There are several other spatial 

models, including: [3][1] 

 

3.1 Spatial Autoregressive Model (SAR):  

   (SAR) is a mixed spatial model, where the 

response variable is included as a spatially 

lagged variable as one of the variables affecting 

the model (WY), and (λ) is the parameter that 

describes the strength of spatial dependence on 

the response variable. Accordingly, the formula 

for the spatial autoregressive model (SAR) is 

shown as follows: [3][1] 

                                               

    Where (W) represents the spatial adjacencies 

(weights) matrix with a capacity of (   ) and 

(λ) represents the spatial effect parameter that 

describes the strength of the spatial response 

and the value of the parameter (λ) is limited 

between (1) and (-1) and ( ) is matrix of 

influential observations with a dimension of 

(     ) and ( ) represents number of 

influential variables and ( ) is vector of model 

parameters with a capacity of         

and ( ) is random error vector with a 

dimension of (   ). 

3.2 Spatial Durbin Model (SDM): 

    (SDM) is considered one of the spatial 

models and in the model, there is spatial 

dependence in the influencing variables, i.e. the 

matrix of influencing variables is in the form 

(X.W.X) in addition to the presence of spatial 

dependence in the response variable. The 

equation below represents the mathematical 

formula for the Durbin spatial model: [12] [5] 

[11] 

       [       ]                           

3.3 Spatial Error Model (SEM): 

     This model assumes that errors are spatially 

correlated, unlike the error independence 

assumptions of the classical model. This model 

aims to correct for spatial error and the 

estimators of the ordinary least squares method 

of this model are unbiased but inefficient at the 

same time. The mathematical formula of the 

model is as follows: [3][1] 

                                                            

Whereas: 

         

                                     

Equation (6) can be rewritten as follows: 

                                            

     Since (θ) represents the spatial 

autoregressive parameter which is estimated 

with the regression parameters or is the spatial 
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lag coefficient on the error ( ), if (θ=0) this 

means that there is no spatial correlation 

between the errors for nearby observations, but 

if (θ ≠0) this means that there is spatial 

dependence between nearby observations. 

 

4. Hybrid Spatial Model (HSM): 

       In this section, two spatial models will be 

hybridized, namely the spatial autoregressive 

model and the spatial error model, i.e. the 

formula in equation (4) will be hybridized with 

the formula in equation (7), and the 

mathematical formula for the hybrid spatial 

model will be as follows: 

                                    

                                                    

                       
      Assuming that the random error of the 

hybrid model follows a multivariate Cauchy 

distribution as follows: 

( | )                    
      The probability function of the random 

error vector conditional on the random variable 

(γ) is according to the following formula: 

 ( | )  
 

          
 
 

  
  

   
          

  
                 

                                      
     According to Bayes's theorem, the 

unconditional probability function for ( ) is as 

follows: 
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      Equation (11) represents the probability 

function of ( ) and follows the multivariate  

Cauchy distribution. Since the vector of the 

response variable is a linear combination in 

terms of ( )  its probability function also 

follows the multivariate Cauchy distribution, 

with the following formula: 

 ( )    [  
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     Assuming that α         and making 

some mathematical simplifications, equation 

(12) becomes as follows: 
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Equation (13) is described as follows: 

     (α
  

       (α
 
      α)

  

) 

 

5. Matrix of Spatial Adjacencies (Weights): 

     A spatial adjacency matrix (weights) is 

defined as a matrix of equal rows and columns 

and is built based on the adjacency between 

locations and the diagonal elements in it are 

equal to zero. Accordingly, in this research, a 

standard row weight matrix will be used, 

sometimes called the modified matrix, in which 

the sum of each row is equal to one, and in its 

calculation, it depends on the weights of the 

binary adjacencies according to the following 

formula: [1] 
   

   

 |

    

∑    
                                

       

                                                          
|      

 

6. Maximum Likelihood Method for Hybrid 

Spatial Model: 
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      The maximum likelihood method of the 

spatial error model is concerned with 

estimating the parameter that explains the 

correlation between errors, while the spatial 

autoregressive model is concerned with 

estimating the parameter that reflects the 

spatial effects produced by the nature of the 

spatial correlation between the values of the 

response variable. [1] 
 ( |    )

 
|α

 
      α |

 
 

          
 
 

  
  

 
     (  α

  
  )

 
α
 
      α(  α

  
  )

       

    By taking the natural logarithm of both sides 

of equation (15) and finding the first partial 

derivative relative to the vector of parameters 

( ) and setting it equal to zero, the maximum 

likelihood estimator conditional on the variable 

(γ) is obtained as follows: 

   ( |    )    |α
 
      α|

 
 
 

 

 
               

                              
 

    
 (  α
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α
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 α
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    ( |    )

  
             α                

 ̂                                          

 ̂                      

                            
                           

          
                        

     Equation (17) represents the maximum 

likelihood estimator of the parameter of the 

hybrid spatial regression model function that 

follows the multivariate Cauchy distribution. 

7. Lagrange Multiplier for SAR Model and   

SEM: 

    The Lagrange multiplier test is considered 

one of the important tests for detecting spatial 

dependence. This test determines the 

appropriate model for spatial models, whether 

it is a spatial autoregressive model or a spatial 

error model, by testing the following 

hypotheses: [3] [1] 

                                                 
      The mathematical formula for the test is as 

follows: 
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             (   ̂)

   
 ⁄

                
 

     When the null hypothesis defined by 

equation (18) is accepted, this means that there 

is no spatial dependence between the variables, 

while if the alternative hypothesis is accepted, 

this means that there is spatial dependence, 

then the appropriate model is the spatial 

autoregressive model.  
  As for the Lagrange multiplier for the (SEM), 

the hypothesis testing is as follows: 

                                                  
    This test shows the presence or absence of 

spatial dependence within the error limits. 

When the null hypothesis is rejected and the 

alternative hypothesis, which is the presence of 

spatial dependence, is accepted, the appropriate 

model is the (SEM), and the mathematical 

formula for the test is as follows: 

       

(

 
 
 
 

 
       
   

 ⁄

           

)

 
 
 
 

 

        

      Equations (19) and (21) are compared with 

the tabular chi-square value with one degree of 

freedom and a certain significance level. 

 

8. Bayesian Methodology for Estimating a 

Hybrid Spatial Model Based on Initial 

Information Belonging to the known 

Probabilistic Family: 

     In this research, the parameter of the hybrid 

spatial model function that follows the 

multivariate Cauchy distribution was estimated 

based on initial information belonging to the 
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known probability family. The initial 

distribution of the parameter of the hybrid 

spatial model function ( ) conditional on the 

variable (γ) is a multivariate normal 

distribution with the parameters 

(      
      ) and the probability function is 

in the following form: 

 ( |    )     
  

 
      (     )

 
  

   (     )
       

    By combining the probability function 

defined in Equation (15) with the probability 

function defined in Equation (22), we obtain 

the kernel of the posterior probability 

distribution of ( |    ) as follows: 

 ( |        )   ( |    )   ( |      )       

 ( |        )                                                                             
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   (     )]
  

              
    Adding and subtracting the quantity 

(     ̂  ) to the quadratic form  

(  α
  

  )
 

α
 
      α (  α

  
  ) and 

making some mathematical simplifications, 

equation (24) becomes as follows: 

 ( |        )                                                                              
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           (   ̂  ) ]

 
       

    The quadratic form defined in Equation (25) 

is similar to the quadratic form below: [8] 

(   )
׳
 (   )  (   )

׳
 (   )

 (   )
׳
     (   )   

 (   )
׳
         (   )        

   Where ( ,  , , ) are vectors of dimension 

(p  ) and (   ) are matrices of dimension 

(p   ) and both are positive definite matrices, 

and ( ) defined in equation (26) is calculated 

as follows: 

         (     )                              
   After similar the quadratic form defined in 

Equation (25) with the quadratic form defined 

in Equation (26), we obtain the posterior 

probability distribution of ( |        ): 

 ( |        )  
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      Since ( ̂  ) was previously defined in 

Equation (17), and based on Bayes’ theorem, 

the posterior probability distribution of ( ) is 

as follows: 

 ( |      )  ∫ ( |        )      
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    The probability function of ( ) defined in 

equation (30) represents a multivariate Cauchy 

distribution and can be described as follows: 

       ( ̂        
     

                ) 

    Under the absolute loss function, represented 

by the median of equation (30), the Bayesian 

estimator of ( ) is as follows:  

 ̂         
                (  

    

              ̂  )   

      
 ̂                      

                            

                         
          
                  

9. Bayesian Prediction for Hybrid Spatial 

Model: 

      Predictive distribution represents the 

probability function of future observations 

(   ) conditional on a set of current 
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observations   . If we have future 

observations (f) for all response variables, 

which represent the matrix(  ). Based on 

future observations, the hybrid spatial model is 

as follows: [9] 

                                      

      Where (  ) is a vector of future 

observations (f) with dimension (    ) and 

(  ) is a matrix of future adjacencies 

(weights) with dimension       . And (  ) 

is a matrix with dimension (        ). And 

(  ) is the future random error vector with 

dimension (    ), and assuming that the 

error vector (  ) follows a multivariate 

 Cauchy distribution with parameters  

(     (α
 

 
(      )α 

)
  

) , and that (  ) is a linear 

combination in terms of future errors, therefore 

(  ) follows a multivariate Cauchy distribution 

with parameters(α
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    After merging the posterior probability 

distribution of the parameter vector ( ) 

conditional on the random variable (γ) defined 

by equation (28) with the probability function 

of (  ) conditional on the random variable (γ) 

and defined by the following equation (34):      
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      We obtain the predictive distribution of    

conditional on the random variable (γ) as 

follows:   
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      Since ( ̂     ) was previously defined in 

equation (31), and after performing the 

integration process for equation (35) relative to 

the random variable (γ), we obtain the 

prediction distribution of future observations 

conditional on the vector of current 

observations as follows: 
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     The prediction probability distribution 

defined in equation (36) is not one of the 

common probability distributions, but it is a 

proper distribution. Using the properties of 

mathematical expectation, the Bayesian 

prediction of the vector of future observations 

of the response variable ( ) under the 

quadratic loss function is as follows: 

 (  | )

 ∫ ∫  

 

 

 

(  |       )    ( |       )               

 α
 

  
   ̂                                             

       Since ( ̂     ) was previously defined in 

equation (31). 

10. Application Side: 

     In this study, data on the number of people 

suffering from bronchial asthma in Baghdad 

Governorate for the year (2004) and the factors 

affecting it were statistically analyzed based on 

(Matlab R2022a) programming. 

10.1 Defining Basic Variables and 

Initializing the Data: 
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    The research data represents the number of 

patients with bronchial asthma in Baghdad 

Governorate for the year (2004) as a response 

variable (Y) and the variables affecting it as 

explanatory variables, which are lead (  ), 

carbon monoxide (  ), sulfur dioxide (  ) and 

total suspended particles (  ). Table (1) shows 

the monthly concentrations of air pollutants 

and the monthly numbers of patients with 

bronchial asthma, which were collected by the 

Ministry of Environment / Planning and 

Technical Follow-up Department / Air Quality 

Section. Figure (1) shows the behaviour of the 

variable number of patients with bronchial 

asthma in Baghdad for the year (2004). 

 

 
Figure 1: Behavior of data on the number of people with 

bronchial asthma in Baghdad Governorate. 

     To determine the suitability of the data, the 

(Matlab R2022a) program was used to test the 

model used. The study data was tested through 

the goodness of fit test, and the extracted 

Kolmogorov-Smirnov test value (0.1984) for 

this model was smaller than the tabular value 
                      , which indicates 

that the data is suitable for the model used.   

   To find out whether there is a spatial 

dependence of the variable of patients with 

bronchial asthma in Baghdad Governorate, the 

Lagrange multiplier tests defined in equations 

(19) and (21) were used, depending on the 

standard class weight matrix defined in 

equation (14). The values of the two tests were 

as follows: 

 
Table 1: Lagrange Multiplier Test Value for the SAR 

model and SEM. 

           Test values based 

on standard class 

weight matrix 

Test 

3.841 5.2347        

3.841 4.4421        

 

     From Table 1, we notice that the value of 

the Lagrange multiplier test for the spatial 

autoregressive model and the spatial error is 

greater than the tabular value under the 

significance level ( =0.05), which indicates 

the existence of a spatial correlation between 

the observations of the variable of patients with 

bronchial asthma, i.e. (λ ≠ 0), in addition to the 

existence of a spatial correlation between the 

observations of the error, i.e. (θ ≠ 0).   

      The data of bronchial asthma patients were 

divided into two parts, the first consisting of a 

sample of size        to be used in the 

estimation process, and the last two 

observations were used to conduct the 

Bayesian prediction process. The parameter 

vector ( ) for the hybrid spatial model of 

bronchial asthma patient’s data of size 

        was estimated using the traditional 

method of choosing the initial values (  ) from 

it, and these values were as follows:    

   *

   
   

      
  

+                                      

     [

                 
                      
     
     

        
     

      
     

     
    

] 

 

    The parameter (λ) is found by maximizing 

the concentrated likelihood function defined as: 

|    |  ∏       

  

   

 

  |    |  ∑         

  

   

 

       After obtaining the characteristic roots of 

the standard class weight matrix, the solution 

can be reached using the non-linear 

optimization method. After substituting the 

estimators of the parameters of the hybrid 

spatial model, what is called the concentrated 

likelihood function is produced, this contains 

only the spatial effect parameter. The formula 

for the concentrated likelihood function is as 

follows: 

0

20000

1 2 3 4 5 6 7 8 9 10 11 12
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       (
        

         
  

⁄ )

 ∑         

  

   

         

      Using the iterative method, we obtain the 

value of the spatial effect parameter, which 

belongs to the  interval 

*
 

                           
 

 

                          
+, and 

thus the value of the spatial effect parameter is 

(λ=0.905). 

     As for the parameter (θ), it is found by 

maximizing the concentrated likelihood 

function as follows: 

|    |  ∏       

  

   

 

  |    |  ∑         

  

   

 

       (
       

  ⁄ )  ∑         

  

   

  

      
     Using the iterative method of equation (39) 

and performing the same steps to find the 

parameter (λ), the value of the parameter 

(θ = 1.567).  

   

10.2 Bayesian Methodology for Estimating 

Parameter of a Hybrid Spatial Model 

Function that Follows a Multivariate 

Cauchy Distribution:   

      In this section, we find an estimate of the 

vector parameters of the hybrid spatial model 

function using the Bayesian method when the 

initial information is available and belongs to 

the known probability family. The following 

table shows the value of the estimate of the 

parameter of the hybrid spatial regression 

model function that follows a multivariate 

Cauchy distribution.  

 
Table 2: Estimated Values of the Vector Parameters of 

the Hybrid Spatial Model Function. 

p-value  ̂      Variables 

0.492742891 162.0969    

0.045214565 725.7295    

0.0345687121 -11983.8    

0.006658727 17.82202    

 .09.5 λ 

 70561 θ 

     We note from Table (2) that the p-values of 

the variables carbon monoxide (  ), sulfur 

dioxide (  ), and total suspended particles (  ) 

are less than the significance level ( =0.05), 

meaning that they have significant effects on 

the incidence of bronchial asthma in Baghdad 

Governorate during the year (2004). Table (3) 

shows the values of the parameters of the 

general regression model, assuming that there 

is no spatial dependence among the 

observations of bronchial asthma. 
Table 3: Estimated Values of the Vector Parameters of 

the General Regression Model Function 

p-value  ̂      Variables 

0.101540015 163..547    

0.041154105 721.3479    

0.021514505 -11999.7    

0.005140522 18..7254    

   We note from Table (3) that the p-values of 

the variables carbon monoxide (  ), sulfur 

dioxide (  ), and total suspended particles (  ) 

are less than the significance level ( =0.05), 

meaning that they have significant effects on 

the incidence of bronchial asthma in Baghdad 

Governorate during the year (2004). Table (4) 

shows the values of the standards (MAE and 

MSE) for the estimated hybrid spatial model 

and the estimated general regression model. 

 
Table 4: Values of the Standards (MAE and MSE) for 

the Estimated Models 

Estimated general 

regression model 

Estimated hybrid 

spatial model 
 

51140412 
51100542 MAE 

51101523 54111409 MSE 

    From Table (4), we note the superiority of 

the estimated hybrid spatial model over the 

estimated general regression model, based on 

the criteria of mean square error (MSE) and 

mean absolute error (MAE). 

   The following figure shows the real and 

estimated values of data for bronchial asthma 

patients based on the estimated hybrid spatial 

model. 
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Figure 2: Behavior of real and estimated values of 

bronchial asthma patient’s data in Baghdad Governorate. 

 

        Figure (2) shows that the estimated values 

of the vector of bronchial asthma patients have 

the same pattern as the real values, indicating 

that the estimated hybrid spatial model was 

appropriate for the study data. 

10.3 Bayesian Prediction: 

     In this section, the future values of data for 

patients with bronchial asthma will be 

predicted based on the Bayes estimator for the 

hybrid spatial model defined in Table (2), and 

the predictive value represents the predictive 

mean defined in Equation (37). Since: 

 ̂  α
 

  
   ̂         

Table 5: Real and Predictive Values 

Predictive 

values 

Real values  

1011 9112 0 

2451 
6325 

   

The following figure shows the behaviour of 

true and predicted values0 

 

 
Figure 3: Behavior of real and predictive values for 

bronchial asthma patients 

11. Conclusions: 

     Through the results reached, a set of points 

were concluded that can be summarized as 

follows: 

 The posterior probability distribution of 

the parameter vector   is a multivariate 

Cauchy distribution with 

parameters ( ̂        
     

                )0 

 The prediction distribution of the hybrid 

spatial model does not belong to the 

family of known probability 

distributions, but it is a proper 

distribution. 

 Emergence of spatial dependence 

between observations of the number of 

people with bronchial asthma in Baghdad 

Governorate for the year (2004). 

 The estimated hybrid spatial model 

outperformed the general regression 

model estimated based on the mean 

square error (MSE) and mean absolute 

error (MAE). 

 Carbon monoxide, sulfur dioxide and 

total suspended particles are variables 

that have significant effects on the 

number of people suffering from 

bronchial asthma in Baghdad 

Governorate for the year (2004). 
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